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Abstract

Aharoni and Korman (Order 9 (1992) 245) have conjectured that every ordered set without
in1nite antichains possesses a chain and a partition into antichains so that each part intersects
the chain. Related to both Aharoni’s extension of the K5onig duality theorem and Dilworth’s
theorem, this is an important conjecture in the theory of in1nite orders. It is veri1ed for ordered
sets of the form C ×P, where C is a chain and P is 1nite, and for ordered sets with no in1nite
antichains and no in1nite intervals. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

The investigations presented here revolve around the following generalization of
Hall’s matching theorem. (For the source reference see [4]. Recall that a cover in a
graph is a collection of vertices that intersects every edge and a matching is a set of
edges, no two of which have a vertex in common.)

Theorem (K5onig duality theorem).
Every bipartite graph � contains a cover D and a matching F so that D consists

of precisely one vertex from each edge of F .

K5onig proved this theorem in the 1nite case, while Aharoni [1] applied a substantial
body of in1nite matching theory to obtain the full generality. Note that Hall’s theorem,
in its usual formulation, is false for in1nite graphs, whereas the duality theorem holds

� Research supported in part by ONR Grant N00014-91-J-1150.
∗ Corresponding author. Tel.: +1-404-7277957; fax: +1-404-7275611.
E-mail addresses: dwight@mathcs.emory.edu (D. Du$us), goddard@mathcs.emory.edu (T. Goddard).

0012-365X/02/$ - see front matter c© 2002 Elsevier Science B.V. All rights reserved.
PII: S0012 -365X(01)00185 -6



80 D. Du'us, T. Goddard /Discrete Mathematics 250 (2002) 79–91

true for bipartite graphs of any cardinality. The simplicity of the statement of the
theorem in the in1nite case stands in sharp contrast to the great e$ort required to
prove it. As a demonstration of its utility, let us consider a generalization of Dilworth’s
theorem on chain partitions of (partially) ordered sets.
Dilworth’s theorem was originally proved for 1nite ordered sets, and can be ex-

tended to in1nite ordered sets of bounded width via logical compactness. Below, we
give another result capturing the spirit of Dilworth’s theorem, but this result has the
requirement that every chain is 1nite.

Theorem 1.1 (Aharoni and Korman [2]). An ordered set with no in1nite chains may
be partitioned into disjoint chains; each of which intersects some common antichain.

Proof. To begin, we form a bipartite graph � based on P as follows. Let P′={x′: x∈P}
and P′′= {x′′: x∈P}. Then de1ne � on the vertex set P′ ∪ P′′ with the edge set
{{x′; y′′}: x ¡y}. Notice that a matching F in � results in a chain partition CF of P,
since a chain partition can easily be reconstructed from a set of covering comparabil-
ities (in an ordered set with no in1nite chains). For instance, the chain x ¡y ¡z is
given by the two edges {x′; y′′} and {y′; z′′}.
By the K5onig–Aharoni duality theorem, � contains a matching F and a cover D such

that D consists of exactly one vertex from each edge in F . Let A= {x∈P: {x′; x′′} ∩
D= ∅}. If x; y∈A then x′; y′′ �∈ D; since D is a cover, {x′; y′′} cannot be an edge of
�. Thus, A is an antichain.
Now observe that each chain in the chain partition CF intersects A. Let C ∈CF be

a chain with n+ 1 elements. Each edge {x′; y′′} contains just one vertex of D. Since
C has n covering comparabilities, {x′; x′′: x∈C} ∩ D must contain n elements. But C
has n+1 elements, so some element x∈C satis1es {x′; x′′}∩D= ∅; that is, x∈A.

Dualizing the above, one obtains a conjecture of Aharoni and Korman [2].

Conjecture. Given an ordered set P with no in1nite antichains, there is a partition of P
into antichains and there is a chain of P that intersects every member of the partition.

In fact, their ordered set conjecture is more general: for an ordered set P with
no in1nite antichains and any positive integer k, there are k chains C1; : : : ; Ck and a
partition of P into antichains (Ai: i∈ I) such that each Ai intersects min(|Ai|; k) chains
Cj. This conjecture is dual to a theorem which Aharoni and Korman refer to as the
“ ‘correct’ in1nite version” of the well-known theorem of Greene and Kleitman on
Sperner k-families [3].
This conjecture is but the weakest of several which Aharoni and Korman o$er in

the language of hypergraphs. If true, veri1cation of the strongest of these might require
work whose scope exceeds the developments in in1nite matching theory leading up to
the full graph duality theorem. In light of this, it may not be surprising that our results
hold only in special cases.
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2. Well-founded ordered sets

Well-founded ordered sets are just those that contain no in1nite descending chains.
This allows a straightforward inductive de1nition of a height function, as follows.
For a well-founded ordered set P, let h(x)= 0 for all minimal elements x of P, and
inductively set

h(x)= sup(h(y) + 1 : y ¡x); for all x∈P:

Consequently, we have the usual partition into levels:

P=
⋃

�¡�

P�; P�= {x∈P: h(x)= �}:

Just as every 1nite ordered set has some chain that intersects every level, every
well-founded ordered set with every level 1nite also has some chain that meets every
level. Credit for this observation goes to Aharoni and Korman [2], where they note
that it follows easily by logical compactness. Compactness proofs generally leave an
aftertaste of insubstantiality. We present an alternate proof based on trans1nite induc-
tion. As usual, given an ordered set X and a pair a6 b in X , the interval [a; b] is the
set {x∈X : a6 x6 b}. We shall also use

(←; b] = {x∈X : x6 b}; [a;→)= {x∈X : a6 x};
(←; b)= {x∈X : x ¡b}; (a;→)= {x∈X : a¡x}:

Theorem 2.1 (Aharoni and Korman [2]). If P is a well-founded ordered set with every
level 1nite then there is a chain in P that intersects every level of P.

Proof. We proceed by induction using the ordinal-valued height function of well-
founded ordered sets. Assume that for all ordinals � less than � all well-founded
ordered sets of height �, with no in1nite levels, have a chain that intersects all levels.
Let P be a well-founded ordered set with all levels 1nite and with h(P)= �. If � is a
successor, say �= �′ + 1, then the ordered set (←; x) is of height �′ for any x∈P�′ .
By induction, (←; x) has a level-meeting chain, and this chain may be extended to a
level-meeting chain of P simply by the addition of the element x. We may suppose,
then, that � is a limit ordinal.
For � a limit ordinal, let �=cf � and let the sequence {��: �¡�} be co1nal in �.

By induction, for each �¡� we have a chain C�� of height �� that meets every level
of P below level ��. From these chains, we will inductively construct a chain C that
meets every level of P with induction hypotheses as follows. Suppose that {c�: �¡�}
has been constructed so that

(i) c� ∈P�,
(ii) |{��: c� ∈C��}|= �,
(iii) {c�: �6 �} is a chain (Fig. 1).
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Fig. 1. The construction of a chain meeting every level.

We wish to choose c� in accordance with the induction hypotheses. If this is not
possible then each element of {x1; : : : ; xn}=P� fails for some reason. If none can extend
the chain {c�: �¡�}, select y1; : : : ; yn ∈{c�: �¡�} so that xi is incomparable to yi

(for each i=1; : : : ; n). Let y=max{y1; : : : ; yn}. By the induction hypotheses, �-many
chains C�� pass through y. Thus, �-many of these chains also must pass through P�,
so y cannot be incomparable to every member of P�. So, some member of P� extends
the chain {c�: �¡�}. Moreover, since P� is 1nite, we may select a member of P�

that meets �-many of the chains C�� . This completes the induction.

3. Products of chains and �nite length orders

In addition to their observations about well-founded ordered sets, Aharoni and
Korman [2] use the duality theorem to show that every ordered set of width two
(that is, without a three-element antichain) can be partitioned into antichains, each of
which meets a common chain. We apply this to obtain our result for the direct product
of any chain C and any 1nite ordered set P. For the sake of completeness, and the
fact that it is a nice application of the duality theorem, we begin with their argument
for the width-two case.
Let P be an ordered set of width two. By Dilworth’s theorem, P is the union of two

chains, say P=X ∪ Y . The incomparability graph of P is then bipartite with parts X
and Y . By the K5onig–Aharoni duality theorem, there is a matching F and a cover D
so that each edge of F consists of exactly one vertex from D. Denote the complement
of the cover by M0 =P\D. Since M0 cannot contain both endpoints of an edge of the
incomparability graph, it is a chain and may be extended to a maximal chain M . We
claim that every element of P belongs to M or to an element of F . This is because
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every element that does not belong to M belongs to D, and every element of D belongs
to some edge in F . It is clear then that the antichains comprised of the elements of the
edges in F , together with the elements of M\⋃F as singleton antichains, constitute a
partition of P into antichains. Each of these antichains intersects the chain M , and we
are done.
We apply this width-two observation in the proof of the following result concerning

a collection of ordered sets somewhat more general than products of chains and 1nite
orders. Recall that an ordered set P has 1nite length if there is an integer bound on
the cardinality of its chains. In this case, the length of P, l(P), is the maximum chain
cardinality less one. Also recall that the direct product of ordered sets X and Y , denoted
by X × Y , is the ordered set on the cartesian product with ordering (x; y)6 (x′; y′) if
and only if x6 x′ in X and y6y′ in Y .

Theorem 3.1. Let C be a chain and let P be an ordered set of 1nite length. Then
there is a partition of the direct product C × P into antichains and there is a chain
of C × P that intersects every member of the partition.

Proof. First consider C × 2, where 2= {0; 1} denotes the two-element chain. By the
K5onig–Aharoni duality theorem, there is a maximal chain M and an antichain partition⋃

�¡� A� of C×2 so that M ∩A� �= ∅ for each �¡�. We may express M =(I×{0})∪
(X ×2)∪ (I ′×{1}) as a disjoint union of (possibly empty) sets based on the following
partition of C:

I is an initial segment of C,
X ⊆ {x̂}, and
I ′ is a 1nal segment of C.

The antichains {A�} yield maps f : I → I ∪ X and g : I ′ → I ′ ∪ X obtained by
considering the family of non-singleton antichains A= {A� : |A�|=2} as

A= {{〈f(x); 0〉; 〈x; 1〉}: x∈ I} ∪ {{〈x′; 0〉; 〈g(x′); 1〉}: x′ ∈ I ′}:

The domains and ranges of f and g are as claimed because the antichains A� partition
C × 2 and each member of A must meet M . Since A is composed of antichains, for
x∈ I and x′ ∈ I ′, x ¡f(x) and x′ ¿g(x′). Furthermore, f and g are one-to-one, as
otherwise the sets in A would not be pairwise disjoint. The singleton antichains on
the chain M give rise to elements not in the image of f or g.
Now, let us turn our attention to C×P. We continue to use the partition C = I∪X ∪I ′

arising from C × 2. Denote the levels of P by L0; : : : ; Lk . Let M0 = {m0; : : : ; mk} be
a chain for which mi ∈Li (i=0; : : : ; k); such a chain is easy to 1nd as P has 1nite
length. Then in C × P let M be the chain

M =(I × {m0}) ∪ (X ×M0) ∪ (I ′ × {mk}):
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Fig. 2. An antichain in C × P.

Now, using the maps f and g we are ready to de1ne several (but similar) antichains
as illustrated in Fig. 2. Each is based on an element x or x′ of the chain C and a
level k of the ordered set P. For the most part, these antichains are disjoint. The only
exception occurs when x̂ is in the range of both f and g, in which case we will take
the union of two antichains to produce a single antichain.
For each x∈ I we have the antichain

Fx;k =({x} × Lk) ∪ ({f(x)} × Lk−1) ∪ · · · ∪ ({fk(x)} × L0):

It intersects M in the element 〈fk(x); m0〉. Keep in mind (for this antichain and those
that follow) that f is not de1ned on X . Thus, if fi(x)= x̂ (for some i ¡ k) {fi+1(x)}×
Lk−i−1 is empty and the above antichain is simply

({x} × Lk) ∪ ({f(x)} × Lk−1) ∪ · · · ∪ ({fi(x)} × Lk−i):

This antichain meets M at 〈fi(x); mk−i〉= 〈x̂; mk−i〉. Dually, for each x′ ∈ I ′, we have
the antichain

Gx′ ;0 = ({x′} × L0) ∪ ({g(x′)} × L1) ∪ · · · ∪ ({gk(x′)} × Lk):

This antichain meets M at 〈gk(x′); mk〉. As above, we can handle the case when
gi(x′)∈X .
Additionally, for each x∈ I not in the range of f and each i (06 i ¡ k), we take

the antichain

Fx; i=({x} × Li) ∪ ({f(x)} × Li−1) ∪ · · · ∪ ({fi(x)} × L0)
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(which meets M at 〈fi(x); m0〉) and for each x′ ∈ I ′ not in the range of g and each i
(06 i ¡ k), we take the antichain

Gx′ ; i=({x′} × Lk−i) ∪ ({g(x′)} × Lk−i+1) ∪ · · · ∪ ({gi(x′)} × Lk)

(which meets M at 〈gi(x′); mk〉).
The actual antichain partition that we take depends on the incidence of x̂ in the

ranges of f and g, so for brevity let us illustrate the case where x̂ is not in the range
of f or g, then the case where x̂ is in the range of both f and g.
If x̂ is not in the range of f or g, we use this set of antichains:

{Fx;k : x∈ I} ∪ {Fx; i : x∈ I\f[I ]; 06 i ¡ k}
∪{X × Li : i=0; : : : ; k}
∪{Gx′ ;0: x′ ∈ I ′} ∪ {Gx′ ; i: x′ ∈ I ′\g[I ]; 06 i ¡ k}:

If x̂ is in the range of both f and g, we use this set of antichains:

{Fx;k : x∈ I; fk(x)∈ I} ∪ {Fx; i : x∈ I\f[I ]; fi(x)∈ I; 06 i ¡ k}
∪{Fx; i ∪ Gx′ ; i′ : x∈ I; x′ ∈ I ′; Fx; i ∩ Gx′ ; i′ �= ∅}
∪{Gx′ ;0 : x′ ∈ I ′; gk(x′)∈ I ′} ∪ {Gx′ ; i : x′ ∈ I ′\g[I ]; gi(x′)∈ I ′; 06 i ¡ k}:

Notice that the case where we take a union of two antichains really does produce an
antichain because of the way that Fx; i and Gx′ ; i′ are constructed.
Each of the antichains in the sets above intersects M , and the antichains are pairwise

disjoint and cover C × P, so the proof is complete.

The consequences of applying the duality theorem to C×2 seem interesting for their
own sake, so let us state them more succinctly. Every chain C can be partitioned into
I ∪ X ∪ J where I is an initial segment, J is a 1nal segment, and X is either empty
or a singleton set in such a way that there exist injective maps f : I → I ∪ X and
g : J → X ∪ J that satisfy f(x)¿x (for all x∈ I) and g(x)¡x (for all x∈ J ). This is
not diRcult to prove directly for countable chains but requires some argument for the
general case.

4. Finite intervals

Partially well ordered sets—well-founded ordered sets with 1nite antichains—are
examples of in1nite orders with a strong 1niteness or discreteness condition. As another
class of manageable in1nite orders, we consider ordered sets without in1nite antichains
and for which every interval is 1nite. As examples of such orders we o$er these:

1. any suborder inherited by a connected component of the covering graph of an
ordered set with no in1nite antichains;
2. any linear sum of 1nite ordered sets, indexed by any subchain of the integers;
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3. any linear sum of the form X ⊕ Y where both X ∗ (the dual of X ) and Y are
partially well ordered with height at most !;
4. unordered sums of 1nitely many ordered sets de1ned in 1, 2, or 3.

Our analysis of chains and antichain partitions of ordered sets with 1nite intervals
and 1nite antichains uses some special types of chains.
Let P be a 1nite ordered set with the level partition arising from the height function,

say P=
⋃n

k=0 Pk (as in the proof of Theorem 2.1). A chain C of P is called level-hitting
if C ∩ Pk �= ∅ for k =0; : : : ; n. Now let P be any ordered set with 1nite intervals. We
say that a chain C is a long chain in P if

(i) for all a¡b in C, the subchain C(a; b)= {x∈C: a6 x6 b} is level-hitting in
the interval [a; b] of P, and

(ii) any bound of C is a member of C.

Notice that a long chain is necessarily maximal—(i) prevents any element from being
inserted between elements of C and (ii) disallows an element below or above all
of C.
Following standard notation (see, for instance, [5]), a chain C has type ) (respec-

tively, type !, type !∗) if C is isomorphic to the integers (respectively, isomorphic
to the natural numbers, dually isomorphic to the natural numbers).
We recall that a cutset of an ordered set is a subset that intersects every maximal

chain of the ordered set. Also, for elements x; y of an ordered set, we say that x
covers y, and write x � y or y ≺ x, if x ¿y and there is no z such that x ¿ z ¿y.
Finally, for a subset S of an ordered set P, the convex hull of S in P is the set
con(S)= {t ∈P: s6 t6 s′ for s; s′ ∈ S}.

Theorem 4.1. If P is an ordered set with no in1nite intervals and no in1nite antichains
then there is a partition of P into antichains and there is a chain of P that intersects
every member of the partition.

Proof. First observe that if all chains of P are 1nite, then P is 1nite and there is
nothing to prove. So, we assume that P has in1nite chains.
Our proof proceeds through four steps. We establish these facts.

A. P has a 1nite cutset.
B. P has a long chain M with additional properties (iii)–(v) below.
C. The convex hull X of M has a partition into antichains each of which

intersects M .
D. The antichains in the partition of X can be extended to obtain an antichain

partition of P.

A. Let A be a maximal antichain in P. Let M= {Mi | i∈ I} be the collection of
those maximal chains in P that are disjoint from A. Let Mi ∈M. Since A is a maximal
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antichain, Mi=Li ∪ Ui where

Li= {x∈Mi: x¡a for some a∈A}; and Ui= {x∈Mi: x¿a for some a∈A}:
Because A is an antichain, Li ∩Mi= ∅, Li is an initial segment of Mi, and Ui is a

1nal segment. Since A is 1nite there is a pair xi; yi ∈A such that xi ¡u for all u∈Ui

and yi ¿ l for all l∈Li. Because Mi is maximal, xi �=yi and Ui; Li �= ∅. All intervals
of P are 1nite, so there exist ui; li ∈Mi such that li ≺ ui in P,

Li=(←; li]; and Ui= [ui;→):
Let U = {ui | i∈ I} and L= {li | i∈ I}. If one of these sets is 1nite, say U , then

A ∪ U is a 1nite cutset of P. So, we assume that both U and L are in1nite and, as
P contains no in1nite antichains, both sets contain in1nite chains. Let CU denote an
in1nite chain contained in U and let L′= {li | ui ∈CU}. Then L′ must be in1nite, for
were it 1nite, one of its elements would have in1nitely many u′is from CU as upper
covers, impossible as P has no in1nite antichains. Let CL denote an in1nite chain in L′.
Suppose that the chain CU contains an in1nite descending subset u0¿u1¿: : : .

Since each uk ¿xk and all xk are in the 1nite set A, some xk0 is less that all uk . Then
the interval [xk0 ; u0] is in1nite, a contradiction. So, CU is isomorphic to ! and, dually,
CL is isomorphic to !∗. Now, choose lr ∈CL. Since the number of elements of CU

less than or equal to ur is 1nite, there exists ls ∈CL such that ls ¡ lr and us ¿ur .
This contradicts the fact that ls ≺ us in P. Thus, one of U or L is 1nite and we have
a 1nite cutset in P.
This completes the proof of A.
B. Let K be a 1nite cutset in P guaranteed by A. De1ne a nested sequence {Fi: i¡!}

of subsets of P as follows:

F0 = con(K); and Fi+1 = con(Fi ∪ {x∈P: x ≺ y or x � y; y∈Fi}):
First, let us see that

⋃
i¡! Fi=P. Given any x∈P, let C be a maximal chain

containing x and let z ∈F0 ∩C. The interval determined by the comparable pair x and
z is 1nite, so we can reach x from z by 1nitely many covering relations. Thus, x∈Fi

for some i. Second, F0 is 1nite because K is 1nite and the hypothesis that all intervals
in P are 1nite guarantees that the convex hull of a 1nite set is 1nite. So, each Fi is
1nite because F0 is 1nite, each element of P can have only 1nitely many covers (P
has no in1nite antichains), and convex hulls of 1nite sets are 1nite.
Now, for each i ¡! let Ci ⊆ Fi be a level-hitting chain of Fi. We construct a

chain M in P as follows. Since F0 is 1nite, there exist an in1nite subset I0 of ! and
M0 ⊆ F0 such that for all i∈ I0, Ci∩F0 =M0. We establish that M0 �= ∅ as follows. For
any i∈ I0, extend Ci to a maximal chain Di. Since Fi is convex and Ci is level-hitting
in Fi, Di∩Fi=Ci. Since F0 is a cutset of P, there exists some x∈Di∩F0. This shows
that x∈Fi. Thus x∈Ci, so x∈M0.
Suppose that Ik and Mk have been de1ned with

Ik an in1nite subset of !; and Ci ∩ Fk =Mk; for all i∈ Ik :
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We 1rst ensure that our choice of Mk+1 properly contains Mk . Since P is in1nite
and its antichains are 1nite, P contains an in1nite chain, say C, which we take to be
a maximal chain. Then |C ∩ K |¿ 1 because K is a cutset of P. By de1nition of Fi,
|C ∩ Fi|¿ i and by the choice of the level hitting chain Ci, |Ci|¿ i. Let Mk have
minimum element u and maximum v. For an in1nite subset I of Ik , |Ci|¿ |Mk | for all
i∈ I . Since Mk is a convex subset of each Ci, we may assume that there is an in1nite
index set I ′ such that for all i∈ I ′ there is vi ∈Ci with vi ¿ v. Since Ci is level-hitting
in Fi and the latter is convex, for all i∈ I ′ there is wi ∈Ci such that vi¿wi � v. Since
v has only 1nitely many upper covers, there is an in1nite I ′′ ⊆ I ′ and w∈P such that
w � v in P and w∈Ci for all i∈ I ′′.
If the minimum element u of Mk is not minimal in P then u is not minimal in

Fk+1. For all i∈ I ′′ with i ¿ k, Ci is level-hitting in Fi, u∈Ci, and Ci ∩ Fk =Mk , so
Ci contains an element less than u. Reasoning as above, we 1nd an in1nite Jk ⊆ I ′′

and a lower cover x ≺ u such that x∈Ci for all i∈ Jk .
Since Fk+1 is 1nite and Jk is in1nite, there is an in1nite subset Ik+1 of Jk and

Mk+1 ⊆ Fk+1 such that for all i∈ Ik+1, Ci ∩ Fk+1 =Mk+1. Note that Mk ⊆ Mk+1 and
w∈Mk+1\Mk . In case Mk does not contain a minimal element of P, x∈Mk+1\Mk as
well.
Let M =

⋃
k¡! Mk . We claim that M is a long chain in P. To establish (i) of the

de1nition, let a; b∈M . Since [a; b] is 1nite there exists some m such that [a; b] ⊆ Fm.
Choose n∈ Im with m¡n. Then Cn ∩ Fm=Mm. Recall that Cn is a long chain in
Fn, [a; b] ⊆ Fm ⊆ Fn, each set is a convex subset of the larger, and a; b∈Cn. So,
M (a; b)=Cn(a; b) and since Cn(a; b) is level-hitting in [a; b], so is M (a; b).
Now turn to (ii). Suppose that b is an upper bound of M . Were b not an element of

M , then the fact that P has 1nite intervals guarantees that M has a maximum element,
say v. Then v would be the maximum element of Mk , say, and the argument above
would produce an element of Mk+1 larger than v, a contradiction. Similarly, any lower
bound of M is a member of M .
Here are the additional properties required.

(iii) M is in1nite.

This is immediate from the construction.

(iv) We may assume that M has type ! or type ).

Obviously, M cannot have both a maximum and minimum as these would bound an
in1nite interval. Because all intervals of P are 1nite and M is in1nite, M must have
one of the types ), ! or !∗. By duality, we can assume that the type of M is one of
) or !.
(v) If M has type ! then D=

⋃
a∈M (←; a] is well-founded.

Suppose that a∈M , that M ′=M ∩ (←; a], and that C is any chain in (←; a]. Let
us take a0 to be the minimum element of M , so M (a0; a)=M ′; also, set |M ′|= k. By
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(ii), a0 is minimal in P. Suppose that C′ ⊆ C and that C′ has k + 1 elements. Since
M ′ ∪ C′ is 1nite there some index m such that M ′ ∪ C′ ⊆ Fm. Choose n∈ Im with
n¿m; we know that

Cn ∩ Fm=Mm=M ∩ Fm:

Thus a0; a∈Cn. In verifying (i) we showed that Cn(a0; a)=M (a0; a)=M ′. Thus we
have that Cn is a level-hitting chain in Fn, it has k elements in the subchain Cn(a0; a)
where a0 is minimal in P, and C′ ⊆ Fn ∩ (←; a] is a k + 1-element chain. This is
a contradiction. We conclude that |C|6 k. Since any in1nite descending chain in D
would have to be contained in some (←; a], we have proved (v).
This completes the proof of B.
C. Let X =con(M). In the case that M has type !, with minimum element a0, X

has minimum a0 as well, and X is a well-founded ordered set. In fact, (i) guarantees
that M intersects every level of X de1ned by the height function, so we can take these
levels as the partition of X .
In case M has type ), we apply logical compactness to the ordered set X , using one

predicate P. For all x; y∈X ,
Pxy: x is in an antichain with the element y and y∈M .

The axioms to support this predicate are as follows.
Since every interval is 1nite, for each x∈X , we have the 1nite disjunction

Pxm1 ∨ Pxm2 ∨ · · · ∨ Pxmk

where m1; m2; :::; mk ∈M are the elements of M incomparable with x. To ensure that P
denotes antichains, we also include

@(Pxm ∧ Pzm)
for every comparable pair x ¡ z in X and m∈M . For convenience, we ensure that
each element x∈X belongs to at most one antichain with

@(Pxm1 ∧ Pxm2)
for every m1¡m2 ∈M .
Clearly any 1nite subset of these axioms can be satis1ed, as the level-hitting prop-

erty of the long chain M guarantees a compatible antichain partition in the interval
containing the elements referenced in that 1nite set of axioms.
A model of these axioms yields a mapping from X into the chain M . The domain

is all of X because of the 1nite disjunction. The pre-image of an element m∈M is an
antichain because of the second axiom scheme. The third axiom guarantees that our
model de1nes a partition.
This completes the proof of C.
Since all antichains and intervals in P are 1nite, P is countably in1nite. So, for the

remainder of the proof, let M = {mn | n¡!}, let X = {Xn | n∈!} be a partition of X
into antichains, and let Xn ∩M = {mn}. Also, let P\X = {pn | n¡!}.
D. We prove that there is an antichain partition {Yn | n¡!} of P such that Xn ⊆ Yn

and Yn ∩M = {mn} for all n¡!.
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Note that an element of P\X cannot both be larger and smaller than elements of X .
Partition P\X into two subsets: as in (v), let D be the set of those elements of P\X
less than some element of X , and let U be the rest, those elements of P\X less than
no element of X .
Suppose that some p=pn ∈U is larger than elements xnk ∈Xnk where mnk is a

co1nal set in M . Since {xnk | k ¡!} is in1nite, it contains an in1nite ascending chain
or an in1nite descending chain. If x is any element of the former, [x; p] is in1nite. In
the latter case, for convenience take xn1 ¿xn2 ¿ · · · to be an in1nite descending chain.
Then for some k we have mnk ¿xn1 ¿xnk , a contradiction.
By (iv), M has type ) or !.
Case 1. M has type ).
In this case, we know that for each element pn of U , there are in1nitely many

indices k such that all elements of the corresponding Xk ’s are incomparable to pn. We
also know that the same is true for the elements of D, using a dual argument and the
in1nite coinitiality of M . We construct the partition {Yn|n¡!} as follows:

let Xn ⊆ Yn for all n¡!;
place p0 in Yn0 where n0 is least such that p0 is comparable to no element in
Xn0 ;
place pk in Ynk where nk is least such that pk is comparable to no element yet
in Ynk .

This is possible, as only 1nitely many elements comparable to pk could have yet been
placed in Yn’s. Thus, we obtain the desired partition of P into antichains Yn, each with
Yn ∩M = {mn}.
Case 2. M =!.
Let us assume that mn ¡mn+1 for all n¡!. Since X has m0 as a minimum element,

X is well-founded. We may take the partition X = {Xn | n∈!} to be that given by the
height function. Indeed, the proof of (v) shows that D is well-founded as well, and
that the height of any element of M is the same in X ∪ D as in X . So, if we take
{Zn | n¡!} to be the antichain partition de1ned according to the height function of
X ∪ D then Zn ∩M = {mn} for all n¡!.
For p∈U , we argue just as in Case 1, with Zn in place of Xn.
This completes the proof of D.

5. Conclusion

As a possible generalization of the above result (not necessarily in accordance with
the prohibition against in1nite antichains) one could ask:

If P and Q both have chains with associated antichain partitions, does P × Q?
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As the standard Sierpinski example shows, the answer, however, is ‘no’. To see this,
let 2ℵ0 be a well-ordering of the reals, let R denote the reals with the usual order, and
consider S =2ℵ0 × R. Recall that S has no uncountable chains or antichains. Clearly,
S is the product of two ordered sets that may be partitioned into antichains (single-
tons) so that some (the) chain meets each. However, one cannot possibly partition the
uncountable set S into antichains each of which meets a common chain, as this would
imply that S is a countable union of countable sets. Perhaps some more restrictive
conditions would help. One could assume that one or both of P or Q is well-founded,
or that Q is 1nite. A 1rst step would be to determine the status for Q= 2.
There are certainly other interesting questions that may be more tractable and relevant

to the conjecture than those involving the direct product construction. For instance, it
would be interesting to determine whether ordered sets of width three (even countable
ones) satisfy the conjecture.
One might also wonder about the relative ‘strengths’ of the K5onig–Aharoni duality

theorem and of the consequences for ordered sets presented here. For instance, given
the fact that every ordered set with no three-element antichain can be partitioned into
antichains, each of which meets a common chain, can one give a short proof of the
K5onig duality theorem?
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